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Approximate computing is a promising design paradigm that introduces a new dimension—error—into the
original design space. By allowing the inexact computation in error-tolerance applications, approximate com-
puting can gain both performance and energy efficiency. A neural network (NN) is a universal approximator
in theory and possesses a high level of parallelism. The emerging deep neural network accelerators deployed
with NN-based approximator is thereby a promising candidate for approximate computing. Nevertheless, the
approximation result must satisfy the users’ requirement, and the approximation result varies across different
applications. We normally deploy an NN-based classifier to ensure the approximation quality. Only the inputs
predicted to meet the quality requirement can be executed by the approximator. The potential of these two
NNs, however, is fully explored; the involving of two NNs in approximate computing imposes critical opti-
mization questions, such as two NNs’ distinct views of the input data space, how to train the two correlated
NNs, and what are their topologies.

In this article, we propose a novel NN-based approximate computing framework with quality insurance.
We advocate a co-training approach that trains the classifier and the approximator alternately to maximize
the agreement of the two NNs on the input space. In each iteration, we coordinate the training of the two NNs
with a judicious selection of training data. Next, we explore different selection policies and propose to select
training data from multiple iterations, which can enhance the invocation of the approximate accelerator.
In addition, we optimize the classifier by integrating a dynamic threshold tuning algorithm to improve the
invocation of the approximate accelerator further. The increased invocation of accelerator leads to higher
energy efficiency under the same quality requirement. We propose two efficient algorithms to explore the
smallest topology of the NN-based approximator and the classifier to achieve the quality requirement.
The first algorithm straightforward searches the minimum topology using a greedy strategy. However, the
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first algorithm incurs too much training overhead. To solve this issue, the second one gradually grows the
topology of NNs to match the quality requirement by transferring the learned parameters. Experimental
results show significant improvement on the quality and the energy efficiency compared to the existing
NN-based approximate computing frameworks.
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1 INTRODUCTION

Recently, approximate computing has gained significant momentum in both industry and the
research community. The inaccurate results by an approximate computation can be inherently
tolerated in many applications, especially those referred to recognition, mining, and synthesis
(RMS) [1]. The effectiveness of approximate computing is based on the fact that all computations
are not equally significant in determining the output quality [20].

The approximation can lie in the circuit/system level without notifying the application. For
example, application-specific integrated circuits (ASICs) designed with intentionally overscaled
frequency [16], supply voltage [19], and simpler circuitry [17] obtain the extra energy efficiency,
whereas the inaccurate results are inherently tolerated in the application level. Besides, the pro-
grammer can annotate code segments in the source program if the inaccurate output of the seg-
ment can be tolerated by the application. This code segment can be alternated by a so-called ap-
proximator. The approximator can either be implemented as memorization or a neural network
(NN). Given a set of input values, the memorization approach (e.g., look-up table [13]) strives to
look up the best output in the precalculated table rather than compute the output, whereas the
latter exploits the enormous parallelism in the NN [4, 6, 8].

In this article, we focus on the NN-based approximator because the NN is a universal approx-
imator and the NN can fit any continuous function [11] in theory. A larger scope of applications
thus can benefit from neural approximate computing. For example, the higher-order nonlinear-
ity embodied in deep neural networks (DNNs) results in superior approximate precision for those
complex applications. Moreover, those specialized accelerators, such as GPU [25, 30], FPGA [24],
and ASICs [16] gain massive speedup and energy efficiency when applying an NN-based
approximator.

Despite the great gain of speedup and energy efficiency provided by the approximators, quality
control is essential to identify the safe-to-approximate input data and provide a tradeoff among
the resulting quality and energy efficiency of the computation [3, 4, 7, 26]. The result has been
shown that the data with large approximate error generally exist in a small fraction of the data
space, but the data can cause most of the quality degradation in applications [15]. To control the
approximate error, a classifier is trained to predict whether the input data can be executed by the
accelerator [5, 15, 18, 21, 27]. As shown in Figure 1(a), the input data is first sent to the classifier.
When unacceptable large errors are predicted, a proactive approach is to schedule the input to
exact execution, or a roll-back recovery can be triggered to accurately recompute the data with an
accurate data path. Otherwise, the input data is sent to the approximator. Various classifiers [15, 27]
are proposed to characterize the error behaviors and make the prediction. The input data is used
to train the approximator and is used again in the training of the classifier, except the training data
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Fig. 1. Existing NN-based approximate computing and their training processes.

now has the label indicating whether the input data is safe to approximate. These works optimize
the predictor for general approximate schemes.

More opportunities emerge when we instantiate both the classifier and approximator with NNs.
Existing works, however, separate the training process of the approximator and the classifier. As
shown in Figure 1(b), Esmaeilzadeh et al. [4] first train the “best” approximator in terms of the mean
relative deviation between the output from the approximator and the ideal output (e.g., mean rel-
ative error (MRE)). All of the training input data then have their own predicted error. The approx-
imator can determine whether the input data is safe to approximate by comparing the input data’s
predicted error to the error bound defined by the user, resulting pairs of input data and “labels.”
Consequently, Esmaeilzadeh et al. [4] train the “best” classifier with input data and “labels.” To find
the most cost-effective approximator that can satisfy the quality requirement, Esmaeilzadeh et al.
[4] first change the topology of the approximator from the smallest topology until meeting the
error bound. After that, Esmaeilzadeh et al. [4] change the topology of the classifier with the fixed
“best” approximator from the smallest topology until meeting the accuracy bound. Note that the
topology is defined by the number of hidden layers and the number of neurons in each layer [7].

In this work, we argue that the “best” approximator and the “best” classifier stand-alone cannot
lead to the best tradeoff of the quality and energy efficiency in whole. What we expect from the
training of the approximator should be (i) maximizing the safety-to-approximate portion of the
data and (ii) minimizing the MRE of the input data recognized by the classifier rather than min-
imizing the MRE of the whole input data, because the data causing large error that violates the
error bound is not activated in the approximator. The contributions of this article are as follows:

e It is difficult for the two NN to reach a consensus on the ground-truth safe-to-approximate
data. Therefore, we propose a novel iterative co-training method to coalesce the training of
the two NNs. The proposed training method enlarges the optimization space of the overall
quality and energy efficiency.

e No ideal classifier can perfectly predict whether the training data is suitable for approxi-
mate computing, so a part of training data can be misjudged. Thereby, we explore different
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policies of selecting training data to the approximator. Based on the exploration, we opti-
mize the proposed training method by selecting training data from multiple iterations.

e In the iterative co-training method, the approximator evolves; the approximation errors
change for the same input data. We thereby propose an efficient algorithm that can guide the
classifier to evolve itself following the ever-changing approximator during the iterative co-
training process. This algorithm can further maximize the invocation of the approximator.

e In addition, existing works strive to minimize the topology of the approximator, whereas
all assume and prefer a small classifier. However, a larger classifier can offer a more accu-
rate prediction, which in turn improves the invocation of the approximator and the quality.
Thus, we propose two efficient algorithms to explore the smallest topology of the two NNs
to achieve the quality requirement. The first algorithm adopts the conventional method by
exhaustive search of the minimum topology. This strategy inevitably incurs too much train-
ing overhead for the iterative co-training method. To solve this issue, the second algorithm
gradually grows the topology of NNs to match the quality requirement by transfer learning.

The rest of this article is organized as follows. In Section 2, we introduce related works and the
motivation for our work. Section 3 describes the proposed co-training method of two NNs. The
dynamic threshold tuning method for the classifier is introduced in Section 4. Section 5 shows
the two topology exploration algorithms. Experiments are presented in Section 6, and Section 7
concludes the article.

2 PRELIMINARY

This section first introduces the related works on quality control and the motivation for this work.

2.1 Related Works

Approximate computing is an energy-efficient and performance-effective technology. The inher-
ent error resiliency of DNNs has been exploited by introducing approximations to obtain energy
savings. Hanif et al. [10] propose a cross-layer approximation methodology that explores the error
resiliency of DNNs at the software and hardware level. At the software level, Hanif et al. [10] prune
weights, whereas at the hardware level, they utilize approximation of multipliers to perform the
weighted sum operation. Shafique et al. [23] employ the configurable approximate modules inside
the NN data path. In addition, approximate computing can be utilized to approximate the general-
purpose programs [12, 14]. Imani et al. [12] propose a configurable approximate divider to reduce
the significant cost and complexity of the floating point divider. Specifically, the approximate di-
vider is implemented by replacing the costly division operation with a subtraction of the input
operands mantissa. Imani et al. [14] introduce an iterative method for approximating the product
of two operands using fitted linear functions with two inputs.

Quality control is an essential and nontrivial problem in approximate computing. Relative error
is a metric to measure the error significance, whereas MRE can further take the error rate into
consideration. Baek and Chilimbi [2] and Samadi et al. [22] propose to sample a proportion of data
and execute them in both the approximator and the accuracy core. If substantial differences are
shown between the two computation units, a more accurate accelerator is used for further approx-
imate computing. These techniques can ensure that the MRE of the accelerator conforms to the
user requirement. However, these techniques cannot prevent the approximator from consuming
the data that has large relative errors but occur occasionally. These data escape the sampling and
result in significant degradation of the computation quality. Thus, simply minimizing the MRE of
the accelerator is not good enough.
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Fig. 2. A conceptual example.

To alleviate the preceding issue, various classifiers are developed to predict whether the input
data, when processed by the approximate accelerator, results in acceptable errors. Khudia et al. [15]
propose three prediction-based classifiers, which are based on a linear model, a decision tree, and
an exponential moving average technique. If the quality does not satisfy the user requirement, the
approximate result will be rolled back, and the input data will be recomputed using an accurate
data path. To enhance the prediction accuracy of the classifier, more sophisticated models are
utilized, such as a cachelike look-up table and an NN [18]. This work shows the superiority of NN
over the look-up table. Sophisticated classifiers, however, result in large performance overhead.

To embrace both the lightweightedness and high prediction accuracy of the predictor, Wang
et al. [27] propose three synergistic methods by combining several basic predictors: a voting-based
combination, the boosting-based combination, and the stacking-based combination. Even if a spe-
cific simple classifier fails in some input data, the combination of these classifiers can still achieve
robust prediction accuracy. However, the combination of these classifiers may incur a large cost
to explore the specific number and type of basic quality predictors that can give satisfactory pre-
diction accuracy.

All existing classifier-accelerator hybrid approximate computing architectures are devoted
to obtaining an accurate classifier and a “best” approximator by adopting a one-pass training.
The data collected from the entry (input) and exit (output) of the code section is used to train the
approximator [4]. Afterward, the training data is used to test the derived approximator. If the
approximate result contains an error larger than the error bound, the training data will be labeled
as “bad” and vice versa. The labeled training data is then used to train the classifier. In the runtime,
the classifier makes a binary decision on execution of the selected code segment using either the
approximate accelerator or the accurate data path.

2.2 Motivation

The one-pass training process only optimizes the approximator and the classifier separately. More-
over, we know that the classifier and approximator will affect each other especially in the training
part, and a better solution exists if the classifier and the approximator are optimized as a whole.
For example, Figure 2(a) shows the distribution of the output data resulted from two approxima-
tors. The output data from approximator A has a much lower MRE than those from approximator
B. Thus, previous works may prefer approximator A to approximator B. However, as the classi-
fier can partition the data according to the error bound, only data with smaller predicted error
than the error bound can be executed in the approximator. Therefore, the total error of the hybrid
architecture is caused by those data on the left-hand side of the error bound. From this point of
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view, approximator B actually performs better than approximator A. And in practice, the error
bound is proportional to the final approximating error, as shown in Figure 2(b), and maximizing
the error bound under the user requirement error bound can increase the invocation of the approx-
imator [18]. This conceptual example motivates us to propose a holistic training process, which
should be able to solve the three problems as follows.

First, we should maximize the safe-to-approximate portion of the data in the training pro-
cess to maximize the invocation of the approximator; we also should minimize the MRE of the
approximator-classifier hybrid architecture rather than the stand-alone MRE of the approximator.

The training process for the approximator and the classifier should be integrated, form a closed
loop, and converge to a better solution. We observe that the classifier will prevent a portion of the
training data from being executed in the approximator. This portion of data may deteriorate the
training of the approximator and thus should be discarded before training the approximator.

Second, the selection of the training data in each iteration is the key to the training. Considering
that there is no perfect classifier, some training data will be mispredicted as not suitable for being
approximated. Carefully selection of the training data to the approximator is another challenge
to us. In short, more data means higher invocation, whereas approximating error and fewer data
results in a model with high accuracy but lower invocation. We thus explore the difference using
different types of training data and give reasons why some kinds exceed others.

Third, we need an adaptive threshold in the classifier for a tradeoff between the computation
quality and the energy efficiency. Larger threshold increases the invocation of the approxima-
tor but makes the classifier switch more data to an acceptable part and degrades the computation
quality of the approximation results, whereas the smaller threshold accomplishes the opposite. We
should find the best threshold that makes the final error meet the user requirement with a max-
imum acceptable data proportion of the classifier. The existing threshold finding algorithm [18],
however, assumes a constant approximator and uses the ground truth labels as a perfect classifier
to adjust the threshold, which is impossible in this context.

Last, although a large classifier is not energy efficient, it can improve the confidence of the ap-
proximator to take more data into approximation, which in turn improves the energy efficiency.
Thus, we should explore the topology of the classifier in coordination with the topology explo-
ration of the approximator.

These problems motivate us to propose a new training framework for the approximate com-
puting based on an accelerator-classifier structure. We design an iterative co-training algorithm
to train accelerator and classifier simultaneously and a way to select training data during the pro-
posed iterative co-training process. In addition, a method of exploring the topology of accelerator
and classifier is proposed to find the most appropriate topologies with a flexible user requirement.
We also propose an efficient threshold finding algorithm to find the best threshold in an iterative
co-training process.

3 PROPOSED ITERATIVE CO-TRAINING METHOD

In this section, we first propose an iterative co-training algorithm to coordinate the training pro-
cess of the accelerator and the classifier comprehensively. In the iterative co-training process, we
utilize different kinds of training data to train the approximator to explore the best training data
selection policy.

3.1 Iterative Co-Training

The basic idea of coordinating the training of the accelerator and the classifier is a more precise
use of training data. The type of NNs we used in the accelerator and the classifier is the multi-
layer perceptron, because the continuous functions do not need to be fitted by a feature extraction
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Fig. 3. The process of iterative training.

network, such as a convolutional neural network (CNN). We iteratively train the approximator and
the classifier, as shown in Figure 3, and prevent the “garbage” training data filtered by the classifier
from training the approximator in future iterations. In the first iteration, the approximator and the
classifier are trained beforehand as in previous works [18]. Next, we repeat the following steps in
each iteration.

We first apply the original data to the accelerator and the classifier. The output data from the ac-
celerator are compared to the error bound. After the comparison, the original data is partitioned by
the error bound into two parts: “good” data that satisfies the error bound and “bad” data violating
the error bound; we label them as “A” and “nA,” respectively. Similarly, the classifier divides the
original data into “good” data and “bad” data, predicting whether the data is safe to approximate
or not; we label them as “C” and “nC,” respectively. These labels divide the original data into four
categories, which will be explained in detail later.

Next, we judiciously select the training data from these categories to train the approximator
and classifier in the next iteration. The i*" training begins with the approximator and the classifier
derived in (i — 1) training—for example, the weights of the NN-based approximator and classi-
fier are inherited from those trained in the previous iteration. As the training data changes, the
threshold of the classifier should also change; thus, we integrate the threshold tuning algorithm
with the iterative co-training (see details in Section 4). When the threshold tuning algorithm ter-
minates, the iterative co-training process also terminates. At the end of the iterative co-training,
the topologies of the approximator and the classifier are explored by our proposed topology ex-
ploration algorithm, which is discussed in Section 5.

The judicious selection of the training data in each iteration is the key for the iterative co-
training. We use a conceptual figure (Figure 4) to illustrate how we partition the original data.
The X axis and the Y axis are the same as those in Figure 2(a). The error distribution of the data
executed by the accelerator is shown in the solid curve, which is divided by the error bound into
two parts, labeled as “A” and “nA.” An ideal classifier, although impossible, will identify all of the
“A” category data and label them as safe-to-approximate data (i.e.,“C”). In practice, only part of the
“A” category data will be labeled as the “C” category and further be executed on the accelerator.
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Fig. 4. Distribution of the four categories of the original data derived from the accelerator and the classifier.

Similarly, the classifier will mistakenly regard part of the “nA” data as safe-to-approximate data
and label them as “C.” Therefore, we use a dashed line curve to represent the distribution of data
derived from the classifier. The area below the dashed line is labeled as “C” and vice versa. Thus,
the four categories of the original data are labeled as “AC,” “nAC,” “AnC,” and “nAnC”. In other
words, the precision of the prediction by the classifier is ﬁ and the recall is Iﬁ.

Obviously, the “nAnC” category is redundant and must be discarded in the next training process.
Different combination of the remaining data categories, as the training data, causes different train-
ing results. We can choose to keep the “AC” part as the training data; this results in high accuracy
of the classifier, but this combination also shrinks the portion of data executed on the accelerator
and thus degrades the energy efficiency of the hybrid architecture. We can also keep “AC,” “AnC,”
and “nAC” categories, on the contrary, to approximate more data for performance boost; but this
may limit the enhancement of the classifier. In Section 3.2, we explore these different strategies of
training data and will show them in the experiment in a very intuitionistic way.

It should be noted that in each iteration, we always select the training data from the original
data; thus, the size of the training data will not suffer the continuous reduction in the iterative co-
training process. Although the iterative co-training method costs more training time compared to
the original one-pass training process, the iterative co-training method is a one-time effort when
a new program is about to be approximated in the hybrid architecture, and the method will not
affect the approximator’s runtime performance.

3.2 Exploring Training Data Selection Policy

Using different categories of training data will result in different accuracy, recall, and invocation
of the approximator and the classifier. To investigate the underlying reason, we show the error
distribution of iterative co-training by using “C” category data and “A” category data, as shown
in Figure 5. In the figure, the green part represents the input data that is accepted by bot the ap-
proximator and classifier. The blue part stands for the input data whose error is lower than the
error bound but unfortunately misclassified by the classifier. Moreover, the red part represents the
input data with an error higher than the error bound but is labeled as the “C” category. Similarly
we have the grey part, which is discarded by both the approximator and classifier. Our target is
to reduce the blue part and the red part that present the difference between the approximator and
the classifier, and reduce the grey part and increase the green part, if possible, which means that
there are more data to be calculated by the approximator. From Figure 5, we can see that using
category “C” performs better compared to category “A” because of the higher recall, calculated
by ﬁ. In the meantime, the mean error of using category “C” is lower, as we can see that
most of its predicted error is closer to zero.
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Fig. 6. Training data distribution in benchmark bessel.

To further investigate why category “C” has a better recall than category “A,” we need more
information on the iteration training process. In benchmark bessel, the input is 2-dimension, and
thus we can illustrate the input dimension easily and intuitively. Figure 6 shows the distribution
of training data when we select “C” category data and “A” category data separately. The green
input samples present the training data that will be used to train the approximator in the next
iteration. From Figure 6(a), we can see that by iterative co-training with category “C,” the safe-to-
approximate data will cluster together rather than spread across in the whole input space, just like
Figure 6(b). As the size of the classifier is normally small for energy efficiency, it is difficult for us
to train the classifier by using training data with such complicated distribution.

Figures 7 and 8 show the training data distribution in three continuous training iterations. When
we choose category “C” as the training data, we can get a similar training dataset in each iteration,
which means that the training process of the approximator is relatively stable. But when choosing
category “A,” the approximator has to adjust itself to learn a different dataset in each iteration,
which means that the training process is unstable and hard to reach a consensus.

We also find that category “AC” is similar to “C” and that category “AorC” is similar to “A.” As a
result, when training the model, it is better to use category “AC” or “C” rather than “A” or “AorC”
due to the better distribution continuity of data. In our training, we always use category “AC” to
get a higher recall and accuracy of the approximator.
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The proposed iterative co-training method can make better use of training data with higher
accuracy and higher invocation in most cases. We provide a math proof in Appendix A to demon-
strate the effectiveness of the method theoretically.

4 DYNAMIC THRESHOLD TUNING FOR THE CLASSIFIER

The threshold of the classifier affects the relative error of the approximate accelerator; the thresh-
old also affects the proportion of the data computed on the accelerator (denoted by Invocation).
Finding an appropriate threshold is essential for the hybrid architecture. Unfortunately, the thresh-
old finding algorithm in Mahajan et al. [18] only works for a fixed accelerator. Therefore, we pro-
pose a new threshold tuning algorithm in Algorithm 1.

The key idea is to find the threshold ¢ by binary search method with a scaling parameter §—
the tuning granularity—so that the relative error derived from the accelerator-classifier hybrid
architecture Error(A, C, D) can satisfy the user requirement q. Here, A and C denote the models
of the accelerator and the classifier, and D refers to the original data. To facilitate the description,
we denote the i’ iteration of the training process as IterativeTrain(A,C, ¢, i).

We first initialize the parameters (lines 1-3). The error of the pretrained accelerator in the first
iteration also satisfies the error bound (line 4). We iteratively train the accelerator-classifier hybrid
architecture (lines 6 and 7) and tune the threshold (lines 8-20) until the tuning granularity is
sufficiently small (line 5). Then, we adjust the threshold ¢ with the tuning granularity ¢ as follows.
If the current approximate error satisfies the error bound (line 8), we increase ¢ by § (line 12);
otherwise (line 14), we decrease ¢ by § (line 18). When we tune the threshold, the approximate
error may fluctuate around the error bound. We use the indicator satisfy to record the change of the
satisfaction of the error (lines 13 and 19). If the satisfaction indicator changes, the approximating
error jumps over the error bound; consequently, we need to shrink the tuning granularity § by
half and tune the threshold in a reverse direction to regress the approximating error and make
the error approach to the error bound. When § is smaller than a specific value A, the algorithm
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ALGORITHM 1: Iterative co-training with threshold tuning

1 ¢ < ® //®: initial threshold;

2 8 « 2MaxDepth o A //A: minimum tuning granularity;
Oth

3 i < 0 //the iterative co-training begins with the iteration;
4 satisfy « True //An satisfied indicator;

s while § > A do

6 IterativeTrain(A,C, ¢,i+ +);
7 Record(A, C, ¢);

8 if Error(A,C, D) < q then
9 if not satisfy then

10 ‘ 5« 8/2

11 end

” 00+

13 satisfy « True;

14 else

15 if satisfy then

16 ‘ 5« 8/2

17 end

1 ¢ —¢=95;

19 satisfy < False;

20 end

21 end

terminates and we can choose the best solution from the saved records. Due to the randomness
of the training process, there are several empirical parameters, which are commonly acceptable in
an NN training method.

5 TOPOLOGY EXPLORATION FOR THE HYBRID ARCHITECTURE

We emphasize that the topology of the accelerator and the topology of the classifier influence
the MRE, the energy efficiency differently. The accelerator and classifier with deeper layers and
more neurons improve the MRE but degrade the energy efficiency; moreover, a large classifier can
increase the invocation of the accelerator, which in turn improves the energy efficiency. We can
explore the combination of topologies of the accelerator and the classifier with a brute force search.
However, the search algorithm requires quadratic time complexity, and each solution results in a
time-consuming training process. To ease the preceding challenge, we propose an efficient heuris-
tic, as shown in Algorithm 2, to find a sweet point.

5.1 A Linear Search with NN Retraining

The key idea of our heuristic is to provide a large enough search space by intentionally enlarg-
ing the topology of the classifier and accelerator, and then search the sweet point by gradually
and alternatively shrinking these two NNs. Once a new topology is derived, in the beginning, we
continuously increase the topology of the accelerator until the approximation error can meet the
error bound (gq) or the network topology reaches the max size (lines 1-4). Then, we continuously
increase the topology of the classifier until its size is as same as the accelerator (lines 5-9). Now,
we have a sufficient large topology of the accelerator and classifier that contains “sweet points.”
Next, we keep decreasing the topology of the accelerator and the classifier alternatively (lines
10-21) by synaptic pruning and NN retraining [9] without countable quality loss (we name it the
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ALGORITHM 2: Topology exploration

1 while Error(A,D) > g do

2 Enlarge(A);

3 Train(A, D);

4 end

SetMinSize(C);

6 while Size(C) < Size(A) do
7 Enlarge(C);

8 IterativeTrain(A, C, D);
9 end

10 while Error(A,C) < g do

1 A’,C" « Decrease(A), Decrease(C);
12 IterativeTrain(A’, C, D);
13 IterativeTrain(A,C’, D);
14 if Error(A,C) > g then

5

15 ‘ break;

16 end

17 if Invo(A’,C, D, q) > Invo(A,C’, D, q) then
1 | AC=A.C

19 else

20 | AC=AC,

21 end

22 end

Linear Decrease function). Note that we shrink the classifier and the accelerator (line 11), followed
by retraining (lines 12 and 13) independently. Two possible solutions (i.e., A" and C”) are derived.
We choose the one that invokes the accelerator more often under the quality requirement (lines
17-21). Here, Invo(A, C, D, q) calculates the invocation of the accelerator with quality requirement
q. Notice that the retraining of the NN relies on the proposed iterative co-training process (lines
8, 12, and 13). Whenever the decreasing of the topology causes the violation of the error bound,
the algorithm terminates (lines 10 and 14-16). The new derived topology stored in A’ or C’ is
discarded.

5.2 Exponential Enlarge and Linear Decrease with NN Fine Tuning

The linear topology search heuristic with iterative co-training is too time consuming. To cope with
this challenge, we propose an exponential enlarge network algorithm, as shown in Algorithm 3.
At first, we set the “enlarge step” = 1, and set the minimum topology of the approximator and
classifier (lines 1-3). Then, we simultaneously enlarge the approximator and the classifier until
their error is less than the error bound g (lines 4-17). Finally, we use the Linear Decrease function
defined in Algorithm 2 to decrease the topology of the approximator and the classifier (lines 19
and 20).

When enlarging the topology, we use a greedy algorithm to choose to add neurons or to add a
layer containing a specific number of neurons. On the one hand, we add n neurons to the existing
layers and obtain the approximator A' (lines 5 and 6), wherein 7 increases exponentially in the
power of two after each iteration. On the other hand, we add a layer with 6 neurons to the existing
structure and obtain the approximator A? (lines 7 and 8). Next, we directly make the topology of
classifier C! (C?) the same as approximator A! (A?). Note that the last layers of the approximator
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ALGORITHM 3: Exponential enlarge network algorithm

1 Initially set n =1

2 SetMinSize(A)

3 SetMinSize(C)

4 while Error(A,C) > g do

5 Al AddNeuron(A, n)

6 S = ComputeSynapsis(A')

7 0 = ComputeNewLayer Neuron(A, S)
8 A? « AddLayer(A, 0)

9 C! « RebuildFrom(A")

10 C? « RebuildFrom(A?)

11 if Error(A',CY, D) < Error(A%,C?, D) then

12 A C« Al C!
13 n=nx2

14 else

15 A,C « A%, C?
16 n=2=0

17 end

18 end

19 while Error(A,C) < g do
20 ‘ A, C « LinearDecrease(A,C)
21 end

and the classifier have different neurons because the two NNs learn different tasks. To determine
which pair of NN should be chosen, we compare the error of A' and C! and the error of A* and C?
and choose the pair with the lower error (lines 11-17). Note that the synapses added by the preced-
ing two options are equal to each other for a fair comparison. Only log,, solutions are searched and
verified before the topology of the two NN reaches a layer with n neurons instead of n solutions
in the liner search method.

When enlarging the topology of the two NNs, we keep the existing synaptic weights unchanged
and fine tune the new added synaptic weights. This strategy makes the training process more con-
tinuous and avoids training the NNs from scratch. Consequently, the whole training process con-
verges faster. Besides, we use an early-stop technique [28], which terminates the training process
earlier. The preceding techniques significantly accelerate the topology search process.

6 EXPERIMENTS AND RESULTS
6.1 Experimental Setup

To obtain a sufficiently trained NN, the RMSprop optimizer is used and epoch is set as 10,000.
Considering that this work focuses on the training process, we compare the proposed iterative
co-training method (denoted as “iteratively”) to the one-pass training method [4] (denoted as
“one-pass”) and the statistical-control method [18] (denoted as “statistical”). For fair comparison,
we repeat the one-pass training (denoted as “one-pass”) the same amount of times as the iterative
co-training. The key differences of the proposed method are (i) selecting the “AC” category
of the training data and (ii) dynamic threshold tuning. We select four benchmark applications
from Esmaeilzadeh et al. [4] and the GNU GSL scientific computing library. The details of each
benchmark, including the domain, the train/test data, and the quality loss metrics (QLMs), are
listed in Table 1. The benchmarks (blacksholes, jmeint, fft, and bessel) we use are the publicly
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Table 1. Benchmark Description
Accelerator Classifier
Benchmark Domain Train Data Test Data QLM Topology Topology
blackscholes Financial 4K inputs 16K inputs MRE 6->8->1 6->8->2
jmeint 2D Gaming 10K 3D triangles | 100K 3D triangles | MRE [ 18->32->16->2 | 18->16->2
fft Signal Procession 4K fp numbers 32K fp numbers MAE 1->2->2->2 1->2->2
bessel Scientific Computing | 10K fp numbers 20K fp numbers MAE 2->4->4->1 2->4->2
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Fig. 9. Comparison on Approximating Error varying the threshold.

available benchmarks called AxBench [29]. The inputs are 6, 18, 1, and 2 for blacksholes, jmeint,
fft, and bessel, respectively. When evaluating the performance of the proposed method, the QLM
we use is either MRE or mean absolute error (MAE) depending on the benchmark [4], denoted
as Approximating Error. The metric to evaluate the energy efficiency is Invocation mentioned in
the previous section. We also use a synthetic metric Invocation/Error to take both the quality loss
and the energy efficiency into account.

6.2 Results

Figures 9 and 10 show the Approximating Error and the Invocation/Error as the threshold of
the classifier varies. In blackscholes, the iterative co-training reduces the approximating error
by at most 83% and improves the Invocation/Error by 4.5x when the threshold is 10%. When the
threshold decreases, the iterative co-training has little improvement on the approximating error
but instead improves the Invocation. Therefore, we can still get 1.5X improvement on average on
the Invocation/Error. A similar trend can be found in jeimt: as the threshold decreases, the iterative
co-training has larger Approximating Error than the one-pass method does, but the iterative co-
training outperforms the one-pass method in terms of the Invocation; thus, we still get 25% benefit
on the Invocation/Error. In fft, on the contrary, our method has much lower Approximating Error
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when the threshold is small, which contributes to 2x or more Invocation/Error. Bessel shows the
improvements of Approximating Error and Invocation/Error in all threshold settings. On average,
the iterative co-training gets 58% improvement on Invocation/Error compared to the one-pass
method on different benchmarks and different threshold settings. These results show the advan-
tages of the holistic training solution and the wise selection of the training data in each iteration.
We also compare our proposed method to the statistical-control method [18] on approximating
error and times of Invocation/Error in Figure 9 and Figure 10, respectively. The statistical-control
method collects more data to approximate because the method chooses a 95% high confidence
interval. Consequently, the approximating errors of the statistical-control method are higher
than our proposed method and one-pass method across those four benchmarks. With a 95% high
confidence interval, the invocations of the statistical-control method are therefore enhanced com-
pared with our proposed method across those four benchmarks. As shown in Figure 10, the times
of Invocation/Error of the statistical-control method is comparable to the one-pass method in
jmeint and bessel benchmarks, but the times of Invocation/Error of the statistical-control method
degrades 40% and 23% in blackscholes and fft benchmarks compared to the one-pass method.
Figure 11 shows the “energy reduction” of our proposed method, the statistical-control method,
and the one-pass method on different benchmarks varying the error threshold from 10% to 2.5%.
The results are normalized with respect to the one-pass method under the same approximating
error. We estimate the energy consumption of our proposed method by scaling the energy con-
sumption of NPU in work [4] based on the invocation. This is a valid estimation, as the pro-
posed method is merely the same as the original NPU design. Compared to the one-pass method,
the average energy reduction of our proposed method is about 1.23%, 1.59%, 1X, and 1.3X on
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the blackscholes, jmeint, fft, and bessel benchmarks, respectively. Compared to the statistical-
control method, the average energy reduction of our proposed method is about 1.59%, 1.22X,
1.19%, and 1.28% on the blackscholes, jmeint, fft, and bessel benchmarks, respectively. The energy
consumption is larger than the one-pass method and the statistical-control method when the
threshold is 10% on the blackscholes benchmark. The reason is that when the threshold is 10%
on the blackscholes benchmark, the invocation degrades for the approximating accuracy, which
makes the energy consumption of our iterative co-training method in such scenarios higher than
that of the one-pass method. Our proposed system gains 4.8%, 3.6X, 3%, and 3.9 on the jmeint,
blackscholes, fft, and bessel benchmarks’ energy reduction against the accurate data path, as the
one-pass method [4] yields a 3X average energy reduction against the unmodified CPU.

Figure 12 shows a deeper view of the iterative co-training process by showing the change of
MRE and Invocation in each iteration. We also show the result of one-pass training, which remains
unchanged. The MRE and Invocation of the one-pass method fluctuate around those of the one-
pass training. This result shows that more training effort is in vain without any judicious selection
of the training data. We can observe that the iterative co-training process converges to fairly good
MRE and Invocation after four iterations and two iterations, respectively.

Figure 13 shows the results using different categories of data in the iterative co-training in the
blackscholes benchmark. We use Approximate Error and Invocation to represent the effectiveness
of different data selection policies. We can see in blackscholes that the category “A and C” exceeds
others in terms of error and invocation.
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Figure 14 shows the results derived by the integration of iterative co-training and the threshold
tuning. The initial threshold is set to 0.1, and the error bound is defined as 0.05. The Yaxes represent
the threshold/MRE (left Y axis) and Invocation (right Y axis). In blackscholes, the MRE violates
the error bound after one-pass training. The threshold is first tuned down to be below the error
bound. The threshold drags both MRE and Invocation down. Then, the tuning algorithm increases
the threshold with a smaller magnitude and pushes up both MRE and Invocation. Finally, the
MRE satisfies the error bound, and the Invocation is salvaged. On the contrary, in fft, both MRE
and Invocation are low after the one-pass training. The proposed algorithm iteratively tunes the
threshold in coordination with iterative co-training, resulting in 73% improvement on Invocation
without violating the error bound.

Figure 15(a) shows the Invocation in different topologies of the accelerator and classifier. We
find that the topology of the accelerator has a global impact on the Invocation; as the number of
synaptic decreases, the Invocation has an obvious descending trend. The topology of the classifier,
however, has a local impact on the Invocation; interestingly, we find that the maximum Invocation
can be reached under the same approximator no matter what classifier we use. Figure 15(b), how-
ever, shows that Approximating Error is mainly dominated by the topology of the classifier. Only
when the classifier is super simple can the accelerator have some local impact on the Approximat-
ing Error. These results support our motivation to the comprehensive topology exploration for the
classifier-accelerator hybrid architecture.

Furthermore, we use the preceding two results to evaluate our topology exploration method. We
define the error bound to be 2.5%. Based on Figure 15(b), we discard those topology combinations
incurring violations of error bound and enforce the corresponding invocation to be 0. Then, we
can build an invocation graph as shown in Figure 15(c). Red color indicates high invocation. We
plot the topology combinations searched by the proposed topology exploration algorithm, denoted
as the dotted line. The topology search algorithm first searches the topology combination with a
large classifier and large accelerator, which can deliver the large invocation. After that, the search
algorithm keeps exploring the topology combination and finally stops at a point with the relatively
small topology of the classifier-accelerator and very high invocation.

Figure 16 shows the case study of the bessel benchmark for the topology search using the pro-
posed exponential enlarge and linear decrease with fine tuning. We start from the minimal topol-
ogy, where the approximator is 2->1->1 and the classifier is 2->1->2. We only use four steps to get
the large and error satisfied structure (the approximator 2->4->4->1 and the classifier 2->4->4-
>2) rather than beginning from the minimum structure and increasing one by one. Then, we use
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four steps to get the appropriate structure (the approximator 2->4->4->1 and the classifier 2->4-
>2) by reducing the structure one by one. In short, we use only eight steps to get the appropriate
structure.

We compare our two topology exploration methods—linear enlarge with NN retraining algo-
rithm (short for “linear enlarge”) and exponential enlarge and linear decrease with NN fine tuning
algorithm (short for “exponential enlarge”)—with the brute force search algorithm in different
benchmarks, as shown in Figure 17. Total training steps of different topologies measure the
training overhead. As the brute force algorithm searches all possible topologies of approximator
and classifier, the brute force algorithm costs the largest training overhead. The “linear enlarge”
algorithm performs better than the brute force algorithm, and the “exponential enlarge” algorithm
outperforms the others. We use a synthetic metric, Invocation/Synapses, to evaluate the final
topology explored by different algorithms. This metric takes both invocation and size of topology
into account. The result is normalized to that derived from the brute force algorithm, as shown in
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Figure 17. The final results show that both of our proposed algorithms explore the same topology
as the brute force in blackscholes, fft, and bessel. However, since the search space in jmeint is too
large, our two topology exploration algorithms explore different topologies from brute force, but
the Invocation/Synapses is almost the same as the brute force algorithm.

7 CONCLUSION AND FUTURE WORK

In this article, we proposed a novel training framework to provide a novel iterative co-training
process for classifier-accelerator hybrid approximate computing architecture with judicious train-
ing data categorization and selection and with dynamic threshold tuning. We also proposed more
than one topology exploration method to find the sweet point in the tradeoff between compu-
tation quality and energy-efficiency algorithms. The experimental results show that we can get
about 1.5%, 1.25%, 2X, and 1.58X improvement on the Invocation/Error in blackscholes, jmeint,
fft, and bessel benchmarks, respectively. The average energy reduction is about 1.6%, 1.2X, 1X,
and 1.3X in blackscholes, jmeint, fft, and bessel benchmarks, respectively. In summary, our exper-
imental results show significant improvement on the quality and energy efficiency compared to
the existing NN-based approximate computing frameworks.
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APPENDIX

A  MATH PROOF

This appendix gives a mathematical proof to demonstrate effectiveness and practicability
of our iterative co-training method theoretically. Two optimization objectives—accuracy and
invocation—are considered here to achieve better quality and energy efficiency. We can prove that
if one of the two optimization objectives remains unchanged for two successive training iterations,
the other one increases.

A.1 Assumption

First, we assume that the approximator is always well trained, which means that at iteration i, the
approximator can perfectly achieve minimum mean squared error (MSE).

MSE = —— |z>| D 1AE) -y

xeD?

Here, D' denotes the input space at iteration i, f;(x) presents the approximator, and y(x) is the
precise result of given input x. As f;(x) is well trained using D', so compared to f;_;(x), we know

that
2 2
|1)| E [fi(x) —y()I° < |1)| E [fi-1(x) = y(x)I°. (1)

xeD?! xeD?!
Second, we assume that the classifier can perfectly discriminate the input data space, so we can
always select those data that satisfy the error bound for the next iteration’s training,.

Vx € D7 fi(x) - y(x)| < err. )

Here, err denotes the error bound. And, at last, we assume that the probability distribution of
the training set is the same as the test set, so we can use D'*! to evaluate the performance of our
method at iteration i.

1
ace; = 1- W Z |ﬁ(x) x)| (3)
xEZ)“‘l
|z)i+1|
1nv; = W (4)

Here, acc; denotes the accuracy at iteration i, and inv; denotes the invocation. We train the
approximator using all training data at iteration 0, so D° denotes the whole training set.

A.2 Proof of Ascending Accuracy If Invocation Is Unchanged

First, we split D*! into two parts, D! N D and D*! N DI, where D’ denotes the complemen-
tary set of D'. Apparently, we can rewrite the evaluation MSE of f;(x) at D*! as

D, i -y0f+ ) 1 -y@P
xeDHNDI er)i+105?
6))
Similarly, we can also split D’ into two parts, D' N D*! and D N Di*!, so that the training

MSE of f;(x) at D' is

TGRS I VNI R SNV I FO

xeD?t xeDINDi+ xeDinDi+l

1
W Z | fi(x) = (9C)|2 IZ)’“I

xePi+l
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Considering Equations (5) and (6), we can find that the key problem here is the relationship

between D! N D' and D' N D*+1, which separately present for the data moved from the right-
hand side of the error bound to the left-hand side after training and, contrarily, from left to right.

In some extreme cases, if | D1 N Di | is far greater than |D’ N D*1|, which means that more data
satisfy the error bound, then the invocation at iteration i will increase substantially, but accuracy
may decrease. Unfortunately, due to the randomness of NNs, we can hardly explore all of those
cases. To give a rigorous proof, we set one of the two optimization objectives unchanged and try
to prove the ascending of the other one, which can also demonstrate effectiveness of our method.
Thus, here, if invocation remains unchanged, we will get

|Z)i+1| — |z)l|

1D 1 Di| = [D' N DI,

And according to Equation (2), we know that D**! presents for those input data that satisfy the
error bound after i iteration’s training, so we have

Vx € D 0 DI, Ifi(x) —y(x)| < err.

On the contrary, Di presents for those input data with predicted error larger than the error
bound at iteration i, so obviously we have

Vx € D' N DL | fi(x) —y(x)| > err.
Thus, we can derive
D@ —y@lE < D Ifik) -y
xeDItNDI xeDinDi+
Combining Equation (5) and Equation (6), we can get
1
B O W= y@F £ o 3 1) -y
xeDit! xED’
And using Equation (1), we have
1 2 . 2
—_— i < . 7
D] ; i) =y < o Z@ [fima () = y ()] ™)

This inequality shows that the evaluation MSE of f;(x) is less than that of f;_;(x). According to
Equation (3) and the equivalence of L1 norm and L2 norm, we can get the final conclusion:

acc; > acci_y, ifinv; = inv;_y. (8)

A.3 Proof of Ascending Invocation If Accuracy Is Unchanged

We can also prove that if accuracy remains unchanged between two successive iterations, invoca-
tion increases. We rewrite Equation (5) as follows:
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; 1
MSE(ﬁ’Dl+1) = |DiH| Z | fi(x) — y(x)|2
xePi+l
1
=pE | 2, O -yeP e Y 1) -y
xeDHIND! xeDIHNDI
|Di+l N z)l| 1 Z )
= - ; - |fi(x) =y ()l 9)
1 1
D IDTND
DI N Di| 1 ,
D g 2 i) -yl
| | xeDIFINDI
|Di+lﬂDi| |Di+lmz3Ji| —_—

_ i+1 i i+1 f

Similarly, we can rewrite Equation (6):

) i i+l ) ) i i+l L —
MSE(f,, D' = %MSE(]%,ZY N DY + %MSE(]S,DI AN DY, (10)

Here MSE(f, D) presents for MSE of approximator f(x) at dataset 9. And if accuracy stays
the same, we have
MSE(f;, D) = MSE(fi—1, D").
According to Equation (1), we can get
MSE(f;, D™*') > MSE(f;, D). (11)
Then, after combining Equations (9) and (10), we can derive that

MSE(f;, D™') > MSE(f;, DY)

DiN Pitl ) ) DN Pitl S —
> %MSE(]S, DINnDM + %MSE(]%, DN DI
Di N z)i+1 . . Di _ .Z)i N Di+l . P—
> |—i|MSE(fi,Z)’ N DY) + D]~ | l_ |MSE(ﬁ,D’ N Di+)
1D 1D
|z)i N Di+1| . . |z)l N Di+1| . —
> ——— MSE(f;, D'Nn D) + [1 - ———— | MSE(f;, D' N Di+1
D] (fi ) D] (fi )
|z)i N Di+1|
>

B | MSE(f D' 0 D) — MSE(f,. D' 0 Z)"“)]
+ MSE(f;, D' n Dit),
(12)

According to Equation (2), we have
MSE(f;, D' n Di*1) > MSE(f;, D' n D).
And MSE(f;, D' N Di*1) equals MSE(f;, D'+ N DY) if and only if D! equals D!, which leads

to our conclusion directly. Thus, we only consider MSE(f;, D' N Di*+1) > MSE(f;, D™ n DY)
here:

MSE(f;, D' n DY) — MSE(f;, D' n Di*1) < 0.
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Then, if we divide the left and right part of Equation (12) by MSE(f;, D' n D) —
MSE(f;, D' N Di*1), we have
1DIN D MSE(fi, D'*) - MSE(fi, D' 0 DY)
1Dl MSE(f;, D! 0 DY) — MSE(f;, DI 0 D)
MSE(f;, D' N Di+1) — MSE(f;, D)
" MSE(f;, D 0 D) — MSE(f;, DI 0 Di+1)
Then, we can rewrite MSE(f;, DI N DH) as
|z)i+1|
|Di+1|
1D N D + D N D] o
= | D+ MSE(fi, D' n D)
B |Di+l N Dl|
- | D+ |

MSE(f;, D' n Di*l) = MSE(f;, D' n Di+l)

|Di+l mgll

D MSE(f;, D' n Di+1),

(14)

MSE(f;, D' n Di*l) +

And according to Equation (9), we know that
|Di+1 N Dil
|Di+1|
Thus, combining Equations (9) and (14), we can get

MSE(f;, D' n Di+ly — MSE(f;, D)
B |:|Z)i+1 n Dz|

|Di+lmﬁ|

MSE(fi»DiH) = |z)i+1|

MSE(f;, D' n DY) + MSE(f;, D' n D).

|z)i+1 ﬁ§|

MSE(fi,Di mZ)H—l) + |Di+1|

: MSE(f;, D' n Ditt
o] (f >]

|Z)i+1ﬂﬁl

|z)i+1 N Dtl ; ;
- [—MSE(ﬁ-,D oY = e

| DI+
B |Di+1 N Dl|
- | D+ |
|z)i+1 N Z,},[|
|Di+1|
Based on the Equation (13) and Equation (15), we can get

MSE(fi, D' 51‘)} (15)
[MSE(f,—,@i N DY) - MSE(f,, D' @i)]

[MSE(ﬁ, DA DI - MSE(f,, D™ 0 51’)] .

D' N D DT 0D MSE(fi, D' 0 D) - MSE(fi, D' 1y Di) | D N DI
D1 7 D™ MSE(f, ©F 0 DY) — MSE(f, D 0 i) 1D

And according to Equation (2), we have

(16)

MSE(f;, D 0 Di*1) > MSE(f;, D' 0 DY)
MSE(f,, D' 0 DiT1) > MSE(f,, D' 0 D).
Obviously, we can derive that
MSE(f;, D' 1 Di*1) — MSE(f;, D! 1 DY)
MSE(f;, D' 0 D) — MSE(f;, D+! N D)

> 0.
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Then, according to Equation (16), we have
|Di N DI N 1D N DI
|Di | - |Di+l |
1D > | D).
Apparently, according to the definition of invocation, Equation (4), we can get the conclusion
that

inv; > inv;_y, ifacc; = acci-1. (17)

According to the preceding math prove, we can get the conclusion that if accuracy remains un-
changed for two successive training iterations, invocation will increase and vice versa. This con-
clusion demonstrates effectiveness and practicability of our method compared to previous works.
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